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People Recognition and Position Measurement in Workplace by Fisheye Camera
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要 旨
オフィスや工場など職場において,作業者の位置測定と可視化は業務改善の重要な課題である.作業者の位置を可視化することで,生産労率向上,作業ミス低減,事故防止効果が得られる.本稿は一枚の360度魚眼カメラ画像による高精度な作業者認識,3次元位置測定,作業者位置可視化方法を提案する.

本提案手法は魚眼画像を単位球面へ投影,透視投影を行うことで,複数方向への歪み補正画像を作成する.職場地面に複数のマーカーを設けることで,歪み補正画像と3次元実空間のキャリブレーションを行い,変換式を求める.複数方向の歪み補正画像から機械学習による作業者認識を行い,求めた変換式を用いて,3次元空間での作業者位置測定を行う.

Ricoh R 360度魚眼カメラにより作業者認識,3次元位置測定実験を行い,本提案手法の有効性を確認した.

ABSTRACT
In a workplace such as a factory or office, it is important to visualize workers’ positions to improve efficiency and avoid errors and accidents during work operations.

We propose a method for measuring the 3D positions of people in a workplace using only one fisheye camera. One 360-degree fisheye image is projected onto a unit sphere and several perspective projection images are generated to correct distortions in the image obtained from the fisheye camera. A machine learning method is applied to the corrected images for people recognition, and the results are used to calculate 3D positions in the workplace. Only a few markers need to be placed on the floor of the workplace to calibrate the perspective projection images with the plane of floor.

People recognition and position measurement experiments were conducted in a workplace using Ricoh R 360-degree monocular fisheye cameras. The evaluation results demonstrate the effectiveness of our proposed method.
1. Introduction

In a workplace such as a factory or office, visualizing workers’ positions is important for improving efficiency and avoiding mistakes and accidents. The 3D positions can also be used for robot navigation and cooperation between robot and people.

Conventional methods use a monocular fisheye camera to find and track people in a workplace. In these methods, image distortion is first corrected by calibration. Then the people are recognized in the corrected image and their positions in the fisheye image are calculated using the recognition results. However, it is difficult for these methods to correct large amounts of distortion in the image obtained from fisheye camera using the calibration method. In addition, 3D positions cannot be determined by using these methods. Stereo fisheye cameras were conventionally used to measure people’s 3D positions but calibrating the cameras is difficult and time-consuming. Obtaining 3D positions from only one 360-degree fisheye camera is challenging due to the large amounts of distortion in the fisheye camera images and lack of parallax.

Our objective is to recognize people and measure their 3D positions in a workplace using only one monocular fisheye camera. Because the fisheye camera has a wide angle of view, fewer cameras are needed to cover a large factory. Setting the fisheye camera is much easier than setting stereo cameras.

Our proposed method consists of one 360-degree equirectangular image from a fisheye camera projected onto a unit sphere. Several perspective projection images are generated to correct distortion. A machine learning method is applied to the corrected images for people recognition, and the recognition results are used to calculate the people’s 3D positions in the workplace. A few markers were set on floor of the workplace to calibrate the perspective projection images with the plane of the floor. We conducted experiments in a workplace using Ricoh R 360-degree monocular fisheye cameras and found that our proposed method was effective for recognizing people and determining 3D positions.

1-1 Related Work

A monocular fisheye surveillance camera has been used for recognizing and tracking people. The image distortion from the fisheye camera is first corrected by calibration, and then people are recognized from the images. However, it is difficult for these methods to correct a 360-degree equirectangular image captured by fisheye camera using the calibration method, as shown in Fig. 1. Though recognizing pedestrians directly from a distorted fisheye image was proposed, collecting the learning image data was too time-consuming. Because the image distortion from a fisheye camera differs depending on the position in the image, many recognition models are made for one fisheye image. The people recognition models are made for a specific camera. To apply the model to a different fisheye camera, we would need to collect learning image data and train models from scratch. Furthermore, 3D positions cannot be obtained by these methods.

Stereo cameras have been used to recognize people and measure distance to obtain 3D positions. However, calibrating the cameras is difficult and time-consuming, especially for stereo fisheye cameras.

It is difficult for conventional methods to recognize people and obtain their 3D position from one 360-degree fisheye camera.

1-2 Proposed Method

We propose a method for measuring people’s 3D positions in a workplace using only one monocular fisheye camera. Fig. 3 shows a flow chart of the proposed method. One 360-degree equirectangular image from a fisheye camera is used to recognize people and obtain their 3D position. The equirectangular image is projected onto a unit sphere and several perspective projection images are generated to correct image distortion.
A machine learning method is applied to the corrected images for people recognition and the results are used to calculate the people’s 3D positions in the workplace. A few markers were placed on the floor of the workplace to calibrate the perspective projection images and the plane of the floor. The proposed method is described in detail in the following sections.

2. Fisheye Distortion Correction

In our proposed method, several projection transforms are used to correct image distortion from the fisheye camera. Fig. 1 shows an example of an equirectangular projection image with large distortion taken by a 360-degree fisheye camera. Fig. 2 shows the same image with the distortion corrected using our method.

2-1 Equirectangular projection

Equirectangular projection is a type of projection used to map a portion of the surface of a sphere to a flat image. The horizontal coordinate is longitude, and the vertical coordinate is latitude. Equirectangular images cover 360° horizontally and 180° vertically. Equirectangular projection is the most commonly used format for 360-degree fisheye cameras. To correct distortion, the equirectangular image is projected onto a unit sphere.

Fig. 4  Unit sphere used for image projection transform.
2-2 Unit Sphere Projection

To correct the image distortion from the fisheye camera, the equirectangular projection image is projected onto a unit sphere, as shown in Fig. 4. The radius of the sphere is 1. The light input to the fisheye lens passes point \( P(x_v, y_v, z_v) \) on the unit sphere and the center of the sphere \( O \). The angle between the input light ray and the equatorial plane in the vertical direction is \( \text{latitude} \) and the horizontal direction angle is \( \text{longitude} \).

The relation between coordinates \((x_v, y_v, z_v)\) and the input angles of the light ray \((\text{latitude}, \text{longitude})\) is shown in Equations (1)–(3). One pixel on the equirectangular projection image has the coordinates \((\text{latitude}, \text{longitude})\). This image pixel is projected to the point on the unit sphere which has coordinates \((x_v, y_v, z_v)\).

\[
x_v = \cos(\text{latitude}) \cos(\text{longitude}) \tag{1}
\]
\[
y_v = \cos(\text{latitude}) \sin(\text{longitude}) \tag{2}
\]
\[
z_v = \sin(\text{latitude}) \tag{3}
\]

2-3 Unit Sphere Rotation

As shown in Fig. 1, the 360-degree equirectangular image of fisheye camera covers a large area of the workplace. To cover the area using images with corrected fisheye distortion, multiple images are made by using the unit sphere shown in Fig. 4. Each corrected image is made in a specific direction. The unit sphere is rotated in several directions to make the distortion corrected images. The angles \((\alpha, \beta, \gamma)\) are the rotation angles by which the unit sphere is rotated. \(\alpha, \beta\) and \(\gamma\) are the rotation angles around the \(x, y, z\) axis. Coordinates \((x, y, z)\) of a point on the sphere are transferred to \((x', y', z')\) by Equation (7). Coordinate transforms are made by Equations (4)–(6) separately. The combined rotation by angles \((\alpha, \beta, \gamma)\) are calculated by Equation (7).

As shown in Fig. 5, the whole surface of the unit sphere can cover the entire 3D space. Because the equirectangular image in Fig. 1 is projected onto the entire unit sphere, part of the unit sphere surface can cover a large area of the workplace. Thus, the workplace can be covered by very few fisheye cameras which can be set up easily. The proposed method can be applied to future surveillance camera products.
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2-4 Perspective Projection

As shown in Fig. 5, the perspective image is made by projecting the image from the unit sphere onto the perspective image plane. Point \( P(x_p, y_p) \) on the perspective image plane is related to the input light ray angles (latitude, longitude) as expressed by Equations (8) and (9). The perspective image plane is the tangent plane to the unit sphere.

\[
\text{longitude} = \arctan\left(\frac{y_p}{x_p}\right) \quad (8)
\]

\[
\text{latitude} = \arctan\left(\frac{x_p}{\sqrt{x_p^2+y_p^2}}\right) \quad (9)
\]

2-5 Correcting Distorted Image

The fisheye distortion is corrected by using the projections described above. The intensity of the image pixel on the perspective image plane at position \( P(x_p, y_p) \) is calculated from the equirectangular projection image pixel with the coordinates (latitude, longitude). First, coordinates \( (x_p, y_p) \) are mapped to point \((x', y', z')\) on the unit sphere using Equations (1)–(3), (8), and (9). Then the coordinates \( (x, y, z) \) on the sphere prior to rotation is calculated by Equations (4)–(7). The rotation angles \( (\alpha, \beta, \gamma) \) are parameters set before calculation. Finally, the coordinates (latitude, longitude) on the equirectangular projection image are calculated using point \( (x, y, z) \) on the unit sphere, using Equations (1)–(3). The coordinates (latitude, longitude) may not be integers. Bi-linear interpolation is used to calculate the pixel intensity of the equirectangular projection images. Several perspective images are made to cover the entire work area.

3. 3 Dimension Position Measurement

Our proposed method determines the 3D position of a worker on the floor plane of the workplace, as shown in Fig. 6. The position at point \( P(X, Y) \), the point on the floor plane, is used as the position of a worker in the workplace. It is assumed that a worker is standing. The position of their feet is used as their 3D position in the workplace. In the perspective projection image, the worker’s 3D position is represented by point \( p(x, y) \). By calibrating the perspective plane with the 3D plane of the workplace floor, we can calculate the 3D position \( P(X, Y) \) using point \( p(x, y) \). The floor plane and the perspective projection image are planes, which can be expressed by perspective projection in Equation (10). The parameters of \( m_{ij} \) can be calculated by calibration. By setting several markers on the floor, the parameters \( m_{ij} \) can be calibrated. Four points can be used to calculate the transform parameters between one perspective image and the floor plane. \( A, B, C, D \) represent the markers on the floor plane. Points \( a, b, c, d \) on the perspective image plane are the images of points \( A, B, C, D \). Because positions \( A, B, C, D, a, b, c, d \) are known values, eight equations can be formulated to obtain eight unknown values of \( m_{ij} \). We project several perspective images to cover a large area of the
workplace. The perspective images are calibrated using the markers on the floor plane. Then, we can calculate the 3D position of a worker from his or her position on the perspective image.
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Fig. 7 Experimental setup.

4. People Recognition and Position Measurement

As shown in Fig. 6, people recognition is performed on the perspective projection image plane. A machine learning method is used in the proposed method. Histograms of Oriented Gradients (HOG) features and Support Vector Machine (SVM) machine learning are used to recognize people in our proposed method\(^ {10}\). A pre-trained model was used for people recognition and the results are expressed as rectangle \(EFGH\). The position at the middle of line \(FG\), the bottom line of the resultant rectangle, is used as the position of the worker on the perspective image. By using the calibrated parameters of \(m_{ij}\) and Equation (10), the 3D position \(P(X, Y)\) can be calculated from position \(p(x, y)\).

5. Experiment Results

Ricoh R 360-degree fisheye cameras, such as the one shown in Fig. 8, were used for people recognition and 3D position measurements. The experimental setup is illustrated in Fig. 7. A video stream is outputted from the camera to a video recorder via an HDMI cable. The video data is recorded to an SD card or hard disk (HDD) in the recorder. The power supply to the camera and video recorder is provided by a mobile battery. The Ricoh R fisheye cameras are attached to walls or pillars in the workplace.

The output fisheye image of Ricoh R is a 1920×1080-pixel equirectangular projection image. An example of the fisheye camera is shown in Fig. 1. 3D perspective projection images were made to correct fisheye distortion. The views from 30, 90, and 30 degrees were used to obtain the left, front, and right perspective projection images, respectively. The size of each perspective image was 640×480 pixels.

In the experiment, we did not train the machine learning model by collecting images of people. Instead, a pre-trained model was used for people recognition. Because the distortion of the equirectangular image was well corrected, the pre-trained model was able to attain accurate recognition results.

Fig. 9 shows the results of people recognition. Fig. 9 (a) is the image from the left perspective and the recognition results which are indicated by the green rectangles. Fig. 9 (b) is the image from the right perspective and the respective recognition results. In Fig. 10, the red points indicate the feet positioning of the people in the perspective image, which are used for 3D position measurement.

The recognition rate and false positive rate were evaluated, the results of which are shown in Table 1. 33,298 images were used for evaluation. The measurement results of the people’s 3D positions are shown in Fig. 11. The red points indicate the 3D positions.
which are the result of 290 frames. $X$ and $Y$ are distance in the horizontal and vertical direction in millimeters. The accuracy of distance measurement was 6.6%.

Fig. 8 Ricoh R 360-degree fisheye camera.

Fig. 9 People recognition results on perspective projection images.
(a) Left direction people recognition results.
(b) Right direction people recognition results.

Table 1 People recognition evaluation results.

<table>
<thead>
<tr>
<th>People recognition results</th>
<th>Recognition rate (%)</th>
<th>False positive rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>92.5</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Fig. 10 Example of people recognition results. Red points indicate positions in perspective projection image.

Fig. 11 3D position of people measurement results. People’s 3D position calculated from 290 fisheye image frames are printed at the same graph by red points.
**6. Conclusion**

We proposed a method for recognizing people and measuring their 3D positions in a workplace by using only one fisheye camera. One 360-degree equirectangular image captured by a fisheye camera is projected onto a unit sphere and several perspective projection images are generated to correct distortion. A machine learning method is applied to the corrected images for people recognition, and the recognition results are used to calculate the 3D positions of the people in the workplace. Only a few markers were needed to be placed on the floor of the workplace to calibrate the perspective projection images and the plane of the workplace floor.

People recognition and position measurement experiments were conducted in a workplace using Ricoh R 360-degree monocular fisheye cameras. The rate of people recognition was 92.5% with a false positive rate of 0.2%, and the measurement accuracy of the people’s positions was 6.6%, thus demonstrating the effectiveness of our proposed method.
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